Introduction

The mainstream use of computers has increased in sophistication to a point where single processor systems are unable to cope with performance demands. Multiprocessor systems, in which several processing elements execute in parallel, are now the most feasible means of achieving the required performance improvements. Multiprocessors are already in use in scientific applications, including aerodynamics, astrophysics, biology, computer science, chemistry, engineering, geophysics, material science, nuclear physics and plasma physics. They also have a range of industrial applications such as in the oil industry, automobile manufacturing and pharmaceuticals.

The enabling technology for multiprocessor systems arises from the remarkable progress made in microelectronics. The increasing density and corresponding functionality of chips has allowed the cost-effective construction of printed circuit computers incorporating several megabytes of memory and the ability to execute millions of instructions per second.

The advances in microelectronics have given rise to a number of commercial and research-based multiprocessor systems. Existing multiprocessor systems can be classified into two broad architectural areas: single instruction stream multiple data (SIMD) and multiple instruction stream multiple data (MIMD). In SIMD architectures, the same program instructions are executed simultaneously by every processor on different data. In MIMD architectures, each node executes a separate instruction stream.

In this article we describe Prelude, a programming language and accompanying system support for writing portable parallel programs for multiprocessor architectures. Prelude allows the programmer to separate the description of the computation to be performed by a program from the description of how that computation is to be mapped onto a machine. This makes it easier to tune the performance of a program on a particular machine and also simplifies porting a program to new architectures.
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In these architectures is achieved via explicit message passing between the processors. However, the distinctions between these two categories are becoming increasingly vague; with shared-memory architectures supporting message passing and distributed-memory architectures supporting virtual shared memory.

In this article we are particularly concerned with the implementation of Prelude on distributed memory MIMD architectures. Prelude programs are usually implemented in a shared memory style (with no explicit message passing). It is the concern of the language compiler and runtime system to map these programs efficiently onto distributed-memory architectures.

Multiprocessors differ in a number of characteristics that affect the
Performance of parallel programs, including: the relative costs of communication, computation, and synchronisation; the number of processors; the network topology; and the support provided for shared memory. The problem in achieving reasonable portability is to allow a single program to be mapped onto many different machines without requiring the programmer to make significant changes to the program for each machine.

Portability is related to the problem of performance tuning. The performance of a program on a particular machine can depend on many details of the machine, and can be difficult to predict. Thus, significant tuning may be required to achieve good performance. The mechanisms we propose allow the programmer to separate the description of the computation of a program from the description of how that computation is to be mapped onto a machine, thus making it easier to tune the performance of a program on a particular machine. This also simplifies porting a program to new architectures. As described in more detail below, our mechanisms integrate and extend the mapping mechanisms proposed in previous systems. Our goal is to provide a comprehensive suite of mapping mechanisms that together give the programmer the flexibility and control needed to map programs efficiently onto a variety of machines.

Efficiently mapping a program onto a multiprocessor involves: choosing an appropriate size for the concurrent tasks; determining where to place tasks and data; scheduling the execution of tasks; managing communication among tasks; and determining how to cache, replicate and partition data structures. For example, in a distributed-memory message-passing multiprocessor, decisions about the placement of data and tasks have a strong impact on the amount of communication required to run a program. Since the cost of sending a message in such machines is typically significantly greater than the cost of accessing local memory, placement decisions can make a large difference in the performance of a program. This is also true in a shared-memory system; a poor job of placement for tasks can result in a large number of cache misses, which also reduces performance.

Existing approaches to managing these issues fall into three classes: those that provide direct, low-level control; those that completely relegate decisions to the compiler and runtime system; and those that allow the programmer to provide directives to the compiler and runtime system, but leave the details of decomposing data structures and tasks to the compiler and runtime system. The first approach is extremely difficult to use, and leads to programs that are difficult to port, precisely because so many architecture-specific decisions are encoded in the program. The second approach is easy to use, but its application to date has been limited to relatively small programs with regular communication patterns, task sizes and data structures. For numerical programs with irregular data sets and for symbolic programs, purely automatic approaches have not worked well. As a result, we believe that the third approach is the most promising.

Prelude provides high-level annotations that allow the programmer to control the mapping of a program onto a particular machine. The annotations attached to the program are used to describe and control the performance of the program, but not its functionality. For example, annotations can be used to control the migration of objects and computation between processors in distributed memory architectures; such migration can yield a significant reduction in message traffic, with a resulting improvement in program performance. Since annotations affect performance but not functionality, the annotations attached to a program can be freely changed without introducing errors into the program; this makes it easy to experiment with different mappings to determine which provides the best performance. This separation of architecture-specific performance-related concerns from the rest of a Prelude program makes it relatively easy to port a program, or to tune its performance.

The Prelude runtime system incorporates novel mechanisms for migrating data and computation in a distributed-memory multiprocessor. We also incorporate flexible mappings of the logical program threads onto the actual physical threads in the multiprocessor to produce efficient message passing. Existing systems have provided reasonable flexibility in mapping data onto parallel machines (via partitioning, replication, and migration), but have provided only simple mechanisms such as remote procedure calls for mapping logical threads. Prelude is designed to provide flexible control over the migration of computation, which allows a logical thread to be mapped onto a number of different physical threads as the computation represented by the logical thread migrates around the processors in the machine.

Parallel programs are difficult to test, debug and tune. To accompany Prelude, we have built a retargetable simulator, Proteus, that provides extremely efficient instruction-level simulation for a wide range of multiprocessors. Because of its efficiency, accuracy and flexibility, Proteus has shown itself to be a useful tool for prototyping, testing, and tuning parallel programs. We have built prototypes of the Prelude compiler and runtime system using Proteus to evaluate the efficiency of our mechanisms for a variety of multiprocessor configurations.

In the next section of this article we describe the Prelude language. The following section describes how the annotations supported by Prelude provide flexible control over the mapping of a program onto a particular machine.

The Prelude language

Prelude is an object-oriented language with linguistic support for parallel computing. Prelude provides the programmer with a computational model based on objects and threads that abstracts away from the underlying architecture. An object is a self-contained entity that encapsulates state. For example, in a banking system the objects might be the different customer accounts in the system and the 'state' of each account would be the current balance and a record of recent transactions. A thread is simply a sequence of statements that are executed sequentially. Concurrent programs contain some number of threads that
execute in parallel. Threads can invoke methods on objects, create new objects and fork new threads. For example, account objects in the banking system may provide 'deposit' and 'withdraw' methods that can be invoked on an account object by a thread. Prelude also provides mechanisms that allow threads to communicate and synchronize.

A Prelude object can be single-threaded or multi-threaded. A multi-threaded object can have multiple active threads performing method invocations on it; a single-threaded object can support only one such thread at a time. Some systems, particularly those based on Actors, support only single-threaded objects. We believe that multi-threaded objects are natural and efficient to use in many programs, and that to provide adequate generality and expressive power the system should not restrict the programmer to using single-threaded objects, which forces him to use complex and awkward program structures to achieve the benefits of multi-threaded objects. At the same time, when the programmer intends an object to be single-threaded, the source program is simpler if he does not have to code the required synchronization explicitly using locks; in addition, the required synchronization and scheduling can be implemented more efficiently if the compiler and runtime system know that the object is single-threaded. Thus, we allow the programmer to indicate explicitly whether an object is single-threaded; the compiler then automatically generates the necessary synchronization code.

Prelude supports the following constructs for thread creation (variants of the parfor, parbegin and fork constructs have been introduced by other languages including PCF Fortran, BLAZE, occam and SISAL):

- the parallel parfor construct is syntactically similar to a sequential for loop. However, each iteration specified by the parfor loop is executed by a newly created thread in parallel with the other iterations.
- The parbegin construct specifies a set of sequential code blocks; newly created threads execute these blocks in parallel with each other.
- The fork construct is used to specify asynchronous invocations of methods and procedures.
- The pipe construct is used for ordered asynchronous invocations, which run in parallel with the calling thread but are run in the order in which the invocations were made by the caller.

Mapping annotations

The Prelude language allows concurrency to be expressed independently of architecture-specific constraints. Annotations specify the architecture-specific implementation details that are usually necessary to achieve efficient execution. Previous projects have proposed particular mechanisms for mapping programs onto multiprocessors, each of which is appropriate for particular kinds of applications and particular kinds of machines. For a system to be effective, we believe that it must support a variety of mapping mechanisms efficiently, and must provide flexible support for choosing among the different mechanisms. Emerald and Amber provide mechanisms for specifying object location (allocate object X at node Y), object migration (move object X to node Y) and object-object co-location (attach object X to object Z). An invocation on an object in Emerald or Amber is always executed at the location of the object, using remote procedure call if the object is remote. The argument objects of a remote invocation can also be moved to the site of the invocation by specifying call-by-move parameter passing. Distributed Smalltalk, Slopp, Ivy and Comampos have migration mechanisms similar to those in Emerald and Amber.

In certain situations neither remote procedure call (commonly referred to as function-shipping) nor object migration (commonly referred to as data-shipping) is sufficient. For some applications, migrating a computation is more effective than moving or replicating the data or accessing it via a series of remote procedure calls. We provide additional annotations for computation migration. These annotations allow us to move the execution of code from one processor to another. In this section we illustrate the different invocation techniques for remote data supported by Prelude for distributed-memory multiprocessor systems. We also describe the other annotations that Prelude provides.

We begin by considering a simple piece of Prelude code, shown in Fig. 1, that performs synchronous invocations on an account object. The code first deposits $50 into the account a by invoking the method x.deposit. This method returns the current balance of the account after the deposit has been made. We then execute some code segment containing only invocations on local objects (represented by K) and then perform a second invocation, this time x.withdraw. This invocation attempts to withdraw $50 from the account. If there are sufficient funds in the account then the withdrawal is made and the invocation returns True. Otherwise, no changes are made to the account balance and the invocation returns False.

Assume that a thread on processor P_i executes the code segment in Fig. 1 and that the object x is located on processor P_i in a distributed memory MIMD architecture. A processor gains access to remote objects through explicit message passing. Prelude invocations are location independent; it is the responsibility of the Prelude compiler to generate the code that determines the relative location of threads and objects and performs the appropriate local or remote invocations. In this case, the compiler and runtime system can choose to perform the remote invocations using remote procedure calls, data migration or computation migration. We now consider each of these alternatives in turn.

Invocations using remote procedure calls

Fig. 2 represents the execution of
the code segment in Fig. 1 using remote procedure calls. Processor \( P_0 \) sends an invocation message to processor \( P_1 \). The code for \( x\text{.deposit}(50) \) is executed on \( P_1 \), and the reply message containing the new account balance is sent back to \( P_0 \). The code segment \( K \) on \( P_0 \) is executed and then a remote invocation is performed for \( x\text{.withdraw}(30) \).

In this example, there are two remote procedure calls each of which requires two messages. Each invocation message contains references to the object (\( x \) in this case) and the method to be invoked, the arguments for the invocation and an address for the reply value.

**Invocations using data migration**

Fig. 3 represents the execution of the code segment in Fig. 1 using data migration. In this case the object \( x \) moves (or migrates) from \( P_1 \) to \( P_0 \). Processor \( P_0 \) first sends a migration request message to processor \( P_1 \). \( P_1 \) then migrates \( x \) to \( P_0 \), and then \( x\text{.deposit} \), the code segment \( K \) and \( x\text{.withdraw} \) are executed locally by \( P_0 \).

In this example, object migration requires two messages, the first to request migration and the second to migrate the object itself. The size of the message containing the migrating object is proportional to the amount of state that must be migrated in order to reconstruct the object at the destination. Object migration also involves address translation on architectures without a global address space. A description of the implementation of this translation process is beyond the scope of this article; the interested reader is referred to Reference 16.

**Extended example: a concurrent B-tree**

We illustrate our mechanisms with a program to implement a concurrent B-tree, an important data structure in high-throughput database systems. The goal of our mechanisms is to allow programmers to write programs in a 'shared-memory' programming style (or whatever style makes it easiest to understand the programs) regardless of the physical machine's actual memory model. The resulting programs can then be mapped onto machines so that the performance of the program is comparable to

---

**Fig. 2 Execution of the code segment using remote procedure calls (RPCs)**

**Fig. 3 Execution of the code segment using data migration**
programs with explicit message-passing constructs.

Search trees are data structures that support many dynamic-set operations, including search, insert and delete. A B-tree is a balanced search tree in which every branch node of the tree has many children. The interested reader is referred to References 17 and 18 for a complete description of the B-tree algorithm used in this example.

Operations on the B-tree can be divided into three phases: the locate phase, which finds the appropriate leaf on which to execute the operation; the decisive phase, which performs the actual operation on the leaf found in the locate phase; and the update phase, which propagates any updates to the structure up the tree as needed. The algorithm uses read-write locks on individual nodes to synchronise concurrent operations. Independent operations may concurrently acquire the same lock-in read mode. However, a thread can acquire a lock-in write mode only if no other thread has acquired the lock in either read or write mode.

Prelude code to implement the locate phase for an insert operation on a B-tree is given in Fig. 5. The code traverses the tree from the root using read-locks, until a leaf node is reached.

One way of achieving high throughput for a concurrent B-tree is to store different nodes of the B-tree on different processors. Mapping the data structure in this way allows operations on nodes to run concurrently.

Given this mapping of the tree's data structure onto a machine, how should a thread executing a B-tree operation be mapped onto processors? We could choose to run the operation on a single processor, and execute each synchronous invocation of a method as a remote procedure call to the processor that stores the appropriate node. For example, the invocations of the is_leaf, lock, successor and unlock methods on a remote node could be remote procedure calls (commonly referred to as function-shipping). Alternatively, we could choose to use data migration and move each B-tree node object accessed to the processor executing the B-tree operation (commonly referred to as data-shipping).

Neither function-shipping nor data-shipping, however, leads to very good performance in this case. Using function-shipping, the number of messages is very high. For example, the fragment of the insert method shown in Fig. 5 makes four invocations to access an interior node of the tree. Each invocation requires two messages, giving a total of eight messages per node accessed. Using data-shipping, the number of messages could be as few as two per node accessed; however, the amount of data sent in the messages will usually be high, since the entire contents of each node must be transferred between processors.

Alternatively, we could choose to use computation migration. Fig. 6 shows an example execution of the code given in Fig. 5 using computation migration. In this example, the thread executing the code begins on processor P0 and the root node is stored on processor P1. When an invocation is made on a node object that is not local the computation moves to the location of the node object and continues execution. In this example, the computation moves from P0 through to P5 as the tree is traversed. One message is required for each node accessed and it contains the key and data values together with the reference for the node to be accessed. This leads to an implementation with fewer messages than one using function-shipping and shorter messages than one using data-shipping.

Programs written explicitly to use this kind of 'computation migration' style (often referred to as continuation passing) can be very efficient on distributed-memory machines. Indeed, many proponents

\[
\text{insert}(k: \text{key}, d: \text{data})
\]

\[
\text{node} := \text{root}
\]

\[
\text{while } \neg \text{node.is_leaf}() \text{ do}
\]

\[
\text{node.read_lock}()
\]

\[
\text{next} := \text{node.successor}(k)
\]

\[
\text{node.read_unlock}()
\]

\[
\text{node} := \text{next}
\]

\[
\text{end}
\]

\[
\text{end insert}
\]

**Fig. 5** The locate phase for the insert method for the B-tree
of Actor-based languages advocate programming in this style, in part to reduce the amount of communication required. However, such programs are usually complex and hard to understand. In addition, they are less efficient on shared-memory machines than programs that use ordinary procedure calls.

Prelude allows a programmer to write a single program that naturally expresses an algorithm and then to choose how to map it onto a machine by writing annotations that indicate how data and threads should be located and moved. Thus, the programmer can easily change the mapping simply by changing the annotations, and can easily experiment with different mappings to determine which gives the best performance. For example, to map the concurrent B-tree program described above onto a distributed-memory machine using computation migration messages, a move annotation can be added to the code of Fig. 5 as follows:

```
insert (k, key, d: data) move
```

The move annotation instructs the Prelude system that each call in the body of the insert method should be implemented by computation migration. A call within the method is compiled so that the call is executed using ordinary stack-based mechanisms when it is on the same processor as the caller. When it is on another processor, however, the system constructs a message containing the top frame of the local stack and sends it to the processor to run the call. When the called method completes, the insert method continues running on that processor.

Thus Prelude allows programs to be coded using computation migration while still preserving the clarity of code that uses remote procedure calls. Furthermore, the move annotation has no effect on the correctness of the program. If the program is moved to an architecture on which remote procedure calls are more efficient than computation migration, the annotation is simply removed and invocations are then performed by remote procedure calls.

Annotations in Prelude

The ability to express computation migration in Prelude through simple annotations promotes portable programming styles. In other object-oriented languages the movement of computation would have to be encoded explicitly in the methods. In addition to the move annotation, Prelude provides annotations for controlling parameter passing, resource management and the movement and placement of objects.

We provide several kinds of annotations to control the location and movement of objects. First, the migration of arguments to invocations can be controlled via annotations. In an object-oriented system the natural parameter-passing method is call-by-object-reference. In a message-passing architecture such semantics may cause additional remote invocations for parameter access. However, Prelude objects are mobile. Therefore, additional remote references can be avoided by moving argument objects to the site of the remote invocation. Whether this is worthwhile depends on the argument object size, the number of invocations of the arguments required, and the costs of mobility and local invocation. Annotations similar to those in Emerald may be used to specify call-by-move parameter passing. In this case the parameter object is migrated to the site of the remote invocation.

In addition to call-by-move parameter passing we also provide annotations to describe the movement and placement of objects. Objects can be initially located at a given processor and later moved to other processors. We can also specify object-object co-location using the an annotation.

We are currently exploring additional annotations, based on ideas in the Munin system and on directives for data placement in Fortran D to provide control over replication and partitioning of data. We plan to experiment with these
kinds of annotations to understand how they interact with annotations for controlling the migration of objects and computations, and then to build a prototype to explore the problems involved in constructing an integrated system that supports all these mechanisms efficiently.

In order to develop high-performance concurrent applications, programmers must be able to exert control over resource management at the application level. We are developing new dynamic resource management mechanisms for a variety of parallel-program structures on both shared-memory and distributed-memory multiprocessors.

Conclusions

In this article we described Prelude, a programming language and accompanying system support for writing portable programs for MIMD multiprocessor systems. Prelude allows the programmer to write programs using an abstract model of computation that is independent of any particular underlying architecture. A program can then be mapped onto a particular machine by attaching annotations to it that describe the mapping. Since annotations affect performance, but not functionality, the annotations attached to a program can be freely changed without introducing errors into the program. This separation of architecture-specific performance-related concerns from the rest of a Prelude program makes it relatively easy to port a program, or to tune its performance.

Our goal in Prelude is to provide a comprehensive suite of mapping mechanisms that give the programmer sufficient power to implement a wide range of parallel programs efficiently on a wide variety of MIMD architectures. To this end, we have included many mapping mechanisms that have appeared in other systems, including remote procedure call, object migration, and data replication and partitioning. In addition, Prelude includes novel migration mechanisms for computations. Programs can be coded using computation migration while still preserving the clarity of code that uses remote procedure calls.

We are experimenting with our current implementation to evaluate the effectiveness of our suite of mapping mechanisms and to understand what other mechanisms or changes to our current mechanisms are needed. Ultimately, we expect to integrate many of these mechanisms into versions of existing languages such as C and Fortran.
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